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Abstract

Viscous, free-oscillation simulationswith theOver ow solver are used to predict the aerodynamic
behavior of non-li ing capsule shapes in the supersonic speed regime. Computations using hybrid
Reynolds-averaged Navier-Stokes turbulence models are examined for two novel atmospheric-entry
capsule con gurations: an idealized in atable decelerator concept, and theOrionCrewModule. e
simulation results are validated against nonlinear aerodynamic models determined from free- ight
ballistic-range data analysis. For theOrionCrewModule, two separatemethods of reducing identical
range data, along with common models tested in separate range facilities, are included. e compu-
tations demonstrate the efficiency and accuracy of dynamic simulations for developing a nonlinear
aerodynamic performance database. Analysis indicates that the typical nonlinear, bluff-body behav-
ior is characterized by a rate-dependent dynamic response, which is not currently accounted for in
common aerodynamic models.

Nomenclature

α angle of attack (deg)
β angle of sideslip (deg)
δi control surface settings
α̇, β̇ rate of change of α and β
µ molecular viscosity
ν kinematic viscosity
σ standard deviation
a sonic speed

*Aerospace Engineer, Member AIAA. Scott.M.Murman@nasa.gov
is material is declared a work of the U.S. Government and is not subject to copyright protection in the United States.
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M Mach number
p, q, r roll, pitch, and yaw rates
Re Reynolds number
t time

CA, CN , CY axial, normal, and lateral force coefficients
Cl, Cm, Cn roll, pitch, and yaw moment coefficients
V cell volume

Vector Quantities
η dynamic aerodynamic parameters
κ nite-difference grid metrics
ξ static aerodynamic parameters
e error
u velocity

CF aerodynamic loads

Subscripts
∞ freestream
d dynamic derivative
o base state
s static derivative
t turbulent quantity
tot total (axisymmetric) angle

1 Introduction

Computational FluidDynamics (CFD) is a key technology in the design ofNASA’sOrionCrewMod-
ule (CM) entry capsule, and the development of novel high-mass decelerator concepts for future Mars
missions. Atmospheric-entry capsule and probe shapes provide a challenge for numerical analysis due to
the inevitable separation and bluff-body shedding over the a end of the vehicle. is same unsteady
physics creates difficulties for stability and control, as the pitch damping is adversely effected when it is
most needed to damp the oscillations due to the unsteady wake. Further, accurately determining the pitch
damping from experimental measurements for capsule and probe shapes has been a challenge dating back
to the Apollo and Viking programs (cf. [1–7]). is paper uses viscous, moving-body (free-oscillation)
CFD simulations to predict the aerodynamic behavior of capsule shapes in the supersonic speed regime.
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ese simulations provide both the static and dynamic coefficients needed for accurate aerodynamicmod-
eling of performance, risk assessment, targeting, etc.

Previouswork utilized an automated, Cartesian-mesh-based, inviscid ow solver to perform adynamic
analysis for the Viking,Mars Exploration Rover (MER), andGenesis Sample-returnCapsule (SRC) at su-
personic ow conditions[8]. is work extends that effort to viscous, Reynolds-averaged Navier-Stokes
(RANS) simulations of twonovel capsule shapes using theOver ow solver[9–11], and validates the results
against recent free- ight ballistic-range data. e con gurations analyzed are an in atable aerodynamic
decelerator (IAD) concept forMars entry developed byNASA’s Program to Advance In atable Decelera-
tors for Atmospheric Entry (PAI-DAE)[12], and theOrionCM[13–15]. e former is referred to herein
as simply the “PAI-DAE con guration”, and is modeled as a rigid aeroshell to match the rigid ballistic
range test model. e outer mold line for these con gurations is presented in Fig. 1. Both are analyzed at
supersonic, ballistic-entry (non-li ing) conditions.

(a) PAI-DAE (b)Orion CM

Figure 1: Outer mold lines for the atmospheric-entry capsule shapes analyzed in this work. ese shapes correspond to ideal-
ized, sub-scale ballistic-range models[12, 13].

In order to generate aerodynamic coefficient data from free- ight testing, an a priori assumption of
the aerodynamic model (i.e. parameter and system identi cation) is necessary. is modeling effort is
combined with regression methods to reduce free- ight observations (position and orientation) to aero-
dynamic coefficients. ese modeling and regression choices are not unique however, and the issues asso-
ciated with aerodynamic modeling of ballistic range experiments viz. the validation of simulation results
must be considered. e paper thus begins with a review of aerodynamic modeling, focusing on the anal-
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ysis of supersonic bluff-bodies, and the methods used in both ballistic range and CFD data reduction.
e discussion continues with a brief overview of the numerical approach, followed by analyses of the

PAI-DAE and Orion capsules using hybrid-RANS simulation methods, and comparison with free- ight
range data. A summary of the current work and some topics for future research concludes the paper. A
self-contained appendix summarizes a novel method of specifying the numerical timestep in viscous simu-
lations for the Over ow solver, which is of general utility, but especially relevant for dynamic simulations.

2 AerodynamicModeling

e aerodynamic characteristics of an aircra are typically described by the force and moment coef-
cients about the body axes: the axial, normal, and lateral force coefficients (CA, CN , CY ), and the roll,

pitch, and yaw moment coefficients (Cl, Cm, Cn). Adopting a vector notation, the body force and mo-
ments are

ĈF = [CA, CN , CY , Cl, Cm, Cn]
T (1)

In this work the aerodynamic coefficients are considered as functions solely of the ight conditions and
aircra con guration,

ĈF = ĈF
(
α, β,M∞, δi, p, q, r, α̇, β̇

)
(2)

where δi represents any con guration-dependent information such as control-surface settings, and p, q,
and r are the roll, pitch, and yaw rotation rates, respectively.* A more detailed representation would po-
tentially include dependencies on altitude, propulsion, etc., which can be treated in a similar manner, but
are not necessary for the current discussion. It is assumed here that for any numerical simulation each
independent variable is speci ed exactly, while the resulting computed aerodynamic forces and moments
will have associated errors and uncertainties. We thus distinguish the computed forces and moments as
CF , which differ from the exact values by an error distribution: ĈF = CF + e.

eoretically, the aerodynamic loads can be tabulated as functions of all the independent parameters,
with suitable resolution in regions of rapid variation. In practice, the effects of the dynamic parameters,(
p, q, r, α̇, β̇

)
, are usually isolated using a linear expansion. Adopting ξ and η to represent the vectors of

static and dynamic parameters respectively, we then have

ĈF (ξ,η) = CF (ξ,η) + e = CF (ξ) |η=0 +
∂CF
∂η

(ξ) ∆η + e

= CFs (ξ) + CFd (ξ) ∆η + e

(3)

*It is assumed that the rotation rates are suitably non-dimensionalized. e set of rotational parameters is o en reduced
using linear combinations, e.g. combining the effects of pitching and plunging as ½(q + α̇), cf. Kalviste[16].
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In Eqn. 3 we now also have a t error included in e which measures how well the linear expansion ts
the data. Here, we refer to CFd as the dynamic coefficients, and CFs as the static coefficients. Note that
these static coefficients are not in general identical to the results of static simulations. e motivation for
Eqn. 3 is that both the static and dynamic coefficients are now only functions of the static parameters, ξ,
and hence easier to either tabulate or model.

As a more concrete example, we examine the pitching moment obtained from a free-oscillation simu-
lation. For this 1-DOF simulation, the two independent parameter vectors reduce to ξ = α, and η = q.*

Simplifying Eqn. 3, and only considering pitching moment, we thus have

Ĉm (α, q) = Cms (α) + Cmd (α) ∆q + e (4)

Figure 2 presents the variation of pitching moment with time and pitch rate for a representative free-
oscillation simulation. e coefficients fromEqn. 4 are labeled inFig. 2b for clarity. BothCms andCmd are
calculated directly by a linear regression against the computed data.† Further, modeling of the coefficients
to facilitate analysis and the development of guidance and control systems is possible. For example, a linear
aerodynamic model is constructed using

Cms (α) = Cm◦ +
∂Cm
∂α

∆α = Cm◦ + Cmα∆α (5)

Cmd (α) =
∂Cm
∂q

= Cmq (6)

withCmα referred to as the pitch stiffness, andCmq the pitch damping. Combining Eqns. 5–6with Eqn. 4
gives

Ĉm (α, q) = Cm◦ + Cmα∆α+ Cmq∆q + e (7)

where the aerodynamic coefficients are commonly determined from a multiple linear regression.
In ballistic-range testing, the aerodynamic coefficients are not typically measured directly, but rather

inferred froman assumed aerodynamicmodelwhich is t against themeasured trajectory of the test article.
For example, in reducing atomospheric-entry capsule con gurations, Chapman and Yates[5] assume the

*α̇ and q are equivalent for a free-oscillation motion.
† e uncertainty e is commonly assumed to be a normal distributionwith zeromean, so the regression analysis is equivalent

to a maximum likelihood estimate.
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Figure 2: Typical free-oscillation simulation data. Roughly 50 timesteps resolve each period of oscillation using a second-order
numerical scheme. eα = 5◦ points are highlighted in both gures, and the static and dynamic coefficients determined from
a linear regression of Eqn. 4 are shown.

following forms* for the static and dynamic coefficients in Eqn. 4

Cms (α) = Cm◦ + Cmα sinα+ Cmα3 sin
3 α (8)

Cmd (α) = Cmq +
(
Cmq
)
α2

sin2 α (9)

along with a data partitioning process. is data-reduction process creates a difficulty for the validation
of CFD results against free- ight data. As the free- ight data-reduction methods increase in complex-
ity, replicating them becomes impractical, so comparisons of computed and test results necessarily con-
tain ambiguity in the reported quantities. e modeling forms are also not unique, with several plausible
choices replicating the limited number (O(10)) of experimental runs, and engineering judgement of the
ballistic-range data analyst currently the deciding factor. e CFD simulations of the Orion CM in § 5
are compared against two separate experimental data reductionmethods of a single ballistic range data set,
as well as data from two distinct range facilities using the same data reduction process.

An a priori aerodynamic modeling assumption is similarly necessary to reduce CFD free- ight sim-
ulation results to aerodynamic coefficients. e current work avoids this issue by focusing solely on free-
oscillation simulations where the vehicle is “pinned” through the center of mass, and only allowed to ro-
tate in the pitch plane. e data reduction process then simpli es to a linear (dynamic) expansion in the
pitch plane (e.g. Eqn. 4), where the nonlinear static and dynamic coefficients are tabulated for comparison
against the nonlinear ballistic-range models.

*For simplicity, this discussion neglects contributions outside the pinned 1-DOF pitching motion, and focuses on ballistic
con gurations which trim aboutα = 0◦.
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3 Numerical Method

Over ow provides an attractive test-bed for the current study due to the large number of turbulence
models included in the standard distribution, and the ease with which new models can be added. One of
the goals of this work is to evaluate the predictive capability of current engineeringCFD tools for dynamic
analysis. As such, the same procedure is used for each con guration analyzed in this work, varying only
the physical model in isolated tests. Over ow’s default central-differencing scheme with scalar arti cial

Figure 3: Overset computational mesh and Mach contours
along the lateral symmetry plane for the Orion CM con gura-
tion. Volume mesh contains 11M grid points. (M∞ = 1.25,
α ≈ 0◦,ReD = 1.75 x 106).

dissipation model is utilized throughout. e
mesh resolution is determined from a grid sensi-
tivity study at static conditions using Olsen and
Coakley’s k-ω Lag RANS turbulence model[17].

e k-ω-Lag model has demonstrated good accu-
racy for static simulations in the supersonic regime
for the Apollo and Orion CM capsules[18, 19].
A typical overset, viscous mesh resulting from this
resolution study contains between 9.5-11M cells.
A sample cutting surface through the pitch plane
of the computational mesh for the Orion CM,
along with computed Mach contours at Mach
1.25, is shown in Fig. 3. Body-conforming regions
are utilized to capture the boundary layer, with au-
tomatic Cartesian meshing outside these regions.

e mesh is generated automatically from the analytical outer mold-line de nitions using a derivative of
the Chimera Grid Tools[20] script developed by Chaderjian and Olsen[18].

e current work utilizes free-oscillation simulations where the vehicle is “pinned” through the center
of mass, and only allowed to rotate in the pitch plane in response to the aerodynamic torque. is lever-
ages the inertia of the body to lter the nonlinear response of the wake (cf. [8]), and provides an accurate
model of the dynamic response. In this method, the computational mesh is xed, and the entire domain
rotates with body. e inertia and dimensions of the con gurations match the ballistic-range test articles.
Above Mach 1.5, the supersonic ow damps much of the unsteady wake shedding, and a time resolution
of 50 timesteps per body oscillation period with the second-order backward time-integration scheme is
used. Using the boundary-layer acceleration described in Appendix A, 50-100 dual-time sub-iterations
are required at each timestep to converge the skin friction for this temporal resolution. Below Mach 1.5,
the unsteady wake contains a broader range of scales, and a time-resolution study is necessary. e cur-
rent approach uses static, unsteady simulations with varying time resolution until the prediction of axial
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force converges. is procedure typically leads to 500 timesteps per oscillation period at the low super-
sonicMach numbers. A dynamic simulation with 10M cells requires roughly 100 Itanium2 cpu-hours per
oscillation cycle, and a minimum of three oscillation cycles is desired.

4 PAI-DAE

Figure 4: Overset computational mesh and Mach contours
along the lateral symmetry plane for a rigid sphere-cone PAI-
DAE con guration. Volume mesh contains 9.8M grid points.
(M∞ = 2.5, α ≈ 0◦,ReD = 4.1 x 106).

NASA’s PAI-DAEproject is researchingmeth-
ods to replace canopy decelerators with attached
in atable drag devices to increase the mass which
can safely be landed during atmospheric entry,
most notably onMars, where the density of the at-
mosphere limits traditional decelerator technolo-
gies (cf. Hughes et al. [21]). e con guration
examined here is one of a parametric series of
rigid models (approximating a stacked-toroid con-
cept) tested in the Aeroballistic Research Facility
(ARF) at Eglin Air Force Base[12]. e aerody-
namic coefficients are reduced from shadowgraph
images using the Comprehensive Aerodynamic
Data Reduction System for Aeroballistic Ranges
(CADRA) so ware developed by Yates[22]. e
pitch plane of the computational mesh for the PAI-DAE model is shown Fig. 4, along with computed
Mach contours. e model is a 60◦ sphere-cone forebody, with a concave a -body and cylindrical base.

is model is chosen as it contains the greatest number of experimental datapoints (4) of the60◦ forebody
con gurations tested.

Free-oscillation simulations of the PAI-DAE con guration at supersonic conditions using the Over-
owRANS solverwith the Spalart-AllmarasDetached-Eddy Simulation (DES) turbulencemodel[23] are

presented. e DES model includes the low-Reynolds-number corrections for wake ows[24]. Figure 5
compares the computed aerodynamic coefficients against data reductions from the ballistic range trajec-
tories. Uncertainties (±3σ) for the experimental regression t are included using the error estimates from
the range data and assuming a uniform error distribution. Note that these do not represent cumulative
experimental uncertainties. Two separate simulations are included for each Mach number, with the body
released from both 15◦ and 5◦ from the static trim point (α = 0◦). e range data includes two high-
amplitude trajectories, with oscillations through±10◦ in total angle of attack, and two lower-amplitude
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Figure 5: Predictions of the static and dynamic (CD , Cms , and Cmd) aerodynamic coefficients for a rigid sphere-cone PAI-
DAE con guration at three supersonicMach numbers. Range data is a regression t of an assumed aerodynamicmodel against
the trajectory data[12]. 3σ uncertainties are included for the range data regression t by assuming a uniform error distribution.

(αtot < ±5◦) trajectories. e simulation and free- ight drag coefficient are in good agreement at all
Mach numbers. e range data regression does not include a dynamic component for the drag coefficient,
while the simulations indicate a noticeable hysteresis atM∞ = 1.5. e oscillation of the unsteady wake
is also evident in the drag variation atM∞ = 1.5, and resolving this feature is required for accurate pre-
dictions. At the lower speed, the greater load increment due to the stronger wake causes oscillations in
the computed damping predictions. e static pitching moment coefficient is in good agreement, though
slightly underpredicts the slope of the range data regression at the higher speeds. e dynamic pitching-
moment coefficient demonstrates two trends, differing with release angle of attack. e release 15◦ from
the static trim point is in good agreement with the range predictions for the higher angles of attack, but
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underpredicts the dynamic instability near the static trim point. e lower angle of attack release does
predict a noticeably greater instability however. Note that at the peak amplitude of the oscillation the
rotation rate is essentially zero, and the dynamic coefficient is arbitrary.

For the Mach 2.5 simulations in Fig. 5, two α = 15◦ releases are included in the dynamic coefficient,
onewhich resolves the dynamics using roughly 50 timesteps per oscillation period, and onewhichmatches
the angular resolution of the lower angle of attack release. ere are no signi cant differences in the pre-
dicted pitch damping with angular resolution, indicating that the changing behavior with release angle of
attack is not numerical in origin. Teramoto et al. [25, 26] note similar dynamic phase delays in the pres-
sure eld about a capsule computed at transonic conditions. One of the signi cant differences between
the low and high angle-of-attack releases is the rotation rate passing through the static trim point, with
the higher-amplitude release resulting in roughly twice the pitch rate. e next section discusses physical
mechanisms which lead to the change in aerodynamic damping with release angle of attack. e larger
issue is the assumption inherent in commonly used aerodynamic models (including those of the ballistic
range data reduction) that the dynamic coefficients are independent of rotation rate (e.g. Eqn. 3). Based on
the simulation data here (and the next section), this assumption should be reconsidered, and re nedmod-
els which account for a more general dynamic increment may be necessary for these nonlinear bluff-body
ows.
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Figure 6: Variation of the pitch damping sum with angle of at-
tack for rigid sphere-cone PAI-DAE con guration. CFD re-
sults present the dynamic coefficient, Cmd (α). Range data is
a regression t of an assumed aerodynamic model against the
trajectory data[12]. (M∞ = 2.5,ReD = 4.1 x 106).

Simulations using the delayed DES model
(DDES) recently proposedbySpalart et al. [24] are
included for the PAI-DAE con guration at Mach
2.5. e motivation for the DDES changes is the
observation that today’s more abundant computa-
tional resources lead to ner mesh resolution than
used in calibrating the DES model. is o en ob-
scures the region where the LES and RANS over-
lap, leading to a premature (undesirable) switch
to LES mode within the boundary layer. Dy-
namic pitch-damping results (α = 15◦ release)
using DES and DDES are contrasted in Fig. 6.

eDDES simulations predict a damped behavior
across the angle-of-attack range, in contrast with
the DES results and range predictions. e cause
of the discrepancy is traced to the turbulent eddy
viscosity in the wake region (cf. Fig. 7). e largest
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wake eddy viscosity is expected to occur in the separating shear layers, as seen in theDES simulations. e
DDES model predicts a turbulent eddy viscosity in the wake region two orders of magnitude larger than
theDESmodel, with the peak eddy viscosity in recirculation region, as opposed to the free shear layer. e
DDES modi cation uses the local mesh spacing, wall length scale, and strain rate. In the strong wake the
logic erroneously forces the model into RANS mode, leading to a greater production of turbulent eddy
viscosity. Damping of the wake structure due to excessive eddy viscosity appears to be the primary cause
of the discrepancy between the two hybrid-RANS simulations.

(a) S-A DDES (b) S-A DES

Figure 7: Snapshot of turbulent eddy viscosity contours, log10 (µt/µ∞), along the lateral symmetry plane as the PAI-DAE
con guration passes throughα = 0◦ during free-oscillation simulations. (M∞ = 2.5,ReD = 4.1 x 106).

e computed aerodynamic predictions in Fig. 5 represent a cumulative cost of roughly 2000 cpu-
hours on the NASA SGI Altix Columbia system (3 Mach numbers, by 2 simulations, by 300 cpu-hours
per simulation). From this investment, accurate predictions of both the static and dynamic response coef-
cients are obtained. e dynamic simulation approach is thus computationally efficient, requiring a frac-

tion of the resources of a typical static database approach. For inherently unsteady ows, a static database
requires time-averaged, unsteady simulation results at each point in the parameter space, and does not
provide any dynamic response information.

5 Orion CrewModule

Extensive ballistic-range and wind-tunnel test data exists for the Orion CM, in both li ing and non-
li ing con gurations, from supersonic through subsonic speeds. e comparisons here are at supersonic
(approximately ight Reynolds number) conditions, for non-li ing con gurations. is work focuses on
comparisons with the free- ight data obtained in both the NASA Ames Hypervelocity Free Flight Aero-
dynamic Facility (HFFAF)[13] and the Eglin ARF[14]. In addition to comparisons between the two
facilities, two distinctmethods of reducing themeasured trajectories to aerodynamic coefficients are avail-
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able for the Eglin data: CADRAand theAeroballistic Research FacilityDataAnalysis System (ARFDAS)
developed byHathaway andWhyte[27]. e range test con guration is an earlyOrionCMcon guration
with identical radii of curvature at the maximum diameter and rear shoulder (cf. Fig. 3). Two center-of-
gravity locations were tested for the non-li ing con guration, and here we examine the xc.g. = 0.26D

con guration.
A summary of the static and dynamic coefficients atM∞ = 1.25 and 2.5, compared with ballistic

range data reductions for theOrionCM, is presented in Fig. 8. Note that theOrionCM typically follows
the Apollo coordinate convention, where the static aeroshell-forward trim location isα = 180◦, but here
the results are rotated to maintain consistency with the previous section. At Mach 1.25 there are three
range data reductions: the same orientation and position from the Eglin ARF reduced using CADRA
and ARFDAS, and a CADRA data reduction from the Ames HFFAF. Data was not taken in the Ames
facility aboveM∞ = 1.25. Multiple trajectories, at conditions leading to both high-amplitude and low-
amplitude oscillations, are available in the range data. e data follows the same trends as the PAI-DAE
analysis, and only the main points are summarized again here. e drag coefficient is in good agreement
with the range data reductions, and shows a hysteresis atMach1.25. e slope of the static pitch coefficient
is slightly lower in the higher-velocity simulations, compared to the rangemodeling. e damping demon-
strates two distinct trends with release angle of attack (rotation rate), with the lower angle of attack release
showing a greater tendency towards instability (two angular resolutions are again included atM∞ = 2.5).

e stronger wake at Mach 1.25 leads to oscillatory damping predictions. e simulations predict a large
damping coefficient at the high angles of attack for theM∞ = 1.25 conditions. e rotation rate at these
conditions is essentially zero however, so the value of the coefficient is arbitrary. Higher-amplitude data is
necessary to get an accurate prediction for this regime. If a linear aerodynamic model is assumed for this
regime, as is done in the range data reductions, the comparison is favorable. e different methods of re-
ducing the range data, and the data gathered from different ranges, contains as much variation, especially
for the dynamic damping coefficients near the static trim point and the drag coefficient at high angles of
attack, as exists between the simulation data and the range predictions.

Figure 9 presents computedMach contours and skin-friction from twoMach 2.5 simulations differing
by release angle of attack. In both simulations, the snapshot captures the body passing through the static
trim point during the pitch down (decreasing angle of attack) phase of the oscillation. e greater inertia
of the boundary layer on the windward aeroshell (Magnus effect) due to the greater rotation rate in the
higherα release delays the separation around themaximum diameter location, leading to a shock-induced
separation on the smooth a -body. e lower rotation rate separates near the location of maximum diam-
eter, and the wake structure is much broader and stronger. is stronger wake leads to oscillations in the
predicted damping coefficient, as is seen at the lower Mach numbers. e changing physical mechanisms
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Figure 8: Predictions of the static and dynamic (CD ,Cms , andCmd) aerodynamic coefficients forOrionCMcon guration at
two supersonicMach numbers. Range data is a regression t of an assumed aerodynamicmodel against the trajectory data[12].
3σ uncertainties are included for the range data regression t by assuming a uniform error distribution.
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(a) α = 0.8◦ from α = 5◦ release (b) α = 1.4◦ from α = 30◦ release

Figure 9: Snapshot of Mach contours along the lateral symmetry plane as the Orion CM passes throughα = 0◦ during free-
oscillation simulations. Viscous surface colored by log |Cf |. Both simulations are pitching down (decreasing angle of attack).

e Magnus effect in the higher α release (higher rotation rate) delays the separation around the maximum diameter location
leading to a shock-induced separation on the lower surface. (M∞ = 2.5,ReD = 3.5 x 106).

with rotation rate are not re ected in common aerodynamic modeling approaches.

6 Summary and Future Topics

e use of viscous, free-oscillation CFD simulations to predict the aerodynamic behavior of capsule
shapes in the supersonic speed regime provides accurate predictions of both the static and dynamic co-
efficients needed for aerodynamic modeling. e predictive capability uses a static grid and temporal-
re nement strategy, along with the Spalart-Allmaras DES turbulence model. e simulation results are
validated for two novel con gurations: an idealized in atable decelerator concept from the PAI-DAE
project, and the Orion CM. Analysis of the results indicates that the typical nonlinear, bluff-body behav-
ior is characterizedby a rate-dependent dynamic response, which is not currently accounted for in common
aerodynamic models. With this dynamic simulation approach, an aerodynamic performance database is
generatedusing a fractionof the time required to build a typical static database, while in additionproviding
the dynamic response information needed for accurate modeling.

Future research is aimed at two distinct areas: novel applications and development of a free- ight
data reduction capability. First, the rigid sphere-cone PAI-DAE con guration examined here is not rep-
resentative of a tension-cone exible decelerator structure. Applying the procedure validated here to a
tension-cone structure, both rigid and exible, is part of an ongoing research project. Similarly, the Orion
CM is nominally a li ing body staged to subsonic speeds before the drogue-chute deployment. Analysis
of the Orion CM under subsonic li ing conditions is likewise part of ongoing work.

e second research topic is the development of a general method for reducing free- ight simulation
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data to an aerodynamic model. e current free-oscillation approach has several attractive features, but
a free- ight capability will provide greater efficiency for the process, and the ability to predict general
dynamic model parameters.
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A Boundary-Layer Convergence Acceleration

is appendix describes a method of specifying the iterative timestep within the Over ow solver.
When appropriate, speci c Over ow input parameters are noted using a xed-width font, e.g. ITIME=3.

For viscous,moving-body simulations using an iterativemethod, such as the dual-time scheme inOver-
ow, convergence of the boundary layer is a limiting factor in the efficiency of the numerical scheme. At

each timestep the boundary layer, and any separated regions, must react to the new body orientation. Sim-
ulations of high-speed ows usingOver ow typically use an inviscid CFL condition throughout to ensure
numerical stability. Within the boundary layer, this inviscid timestep is overly conservative. Common
methods of overcoming this limitation involve a local cell Reynolds number to adjust the timestep in vis-
cous regions.* e development of a cell Reynolds number timestep formulation must be consistent with
the inviscid formulation. Over ow uses a monotone inviscid CFL condition (ITIME=3) where

CFL =

∑
faces

(|u|+ a)∆t

∆x
(10)

with u the velocity and a the sonic speed. For the node-centered, nite-difference formulation used in
Over ow this takes the form

CFL =

∑
j,k,l

(|ut + u · κ|+ a |κ|)∆t

V
(11)

where κ are the appropriate grid metrics, V is the cell volume, and the summation occurs over each com-
putational coordinate j, k, l.

A local cell Reynolds number based on the computational timescale is de ned as

Re∆t =
u(u∆t)

ν
(12)

Applying this again to the node-centered, nite-difference formulation, and choosing velocity and length
scales consistent with the inviscid monotone CFL de nition gives

Re∆t =
(
Re∞
M∞

)
∑
j,k,l

(|ut + u · κ|)

2

∆t

νV4/3
(13)

* e von Neumann number is the reciprocal of a cell Reynolds number.
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e scale factor Re∞
M∞

arises from the non-dimensionalization used by Over ow, and ν includes both the
laminar and turbulent eddy viscosity. For regionswhere the viscous stresses are negligible, the cellReynolds
number is very large. As the cell Reynolds number approaches unity, viscous stresses become commensu-
rate with the pressure. In the near-wall region the cell Reynolds number approaches zero as the viscous
wall stress dominates.

e timestep formulation is modi ed such that

CFLν = CFL
√

10

Re∆t
⇐⇒ Re∆t < 10 (14)

so that any local cell Reynolds number below 10 will amplify the timestep. is method is speci ed as
ITIME=4 in theOver ownamelist inputs. e variationof this viscous formulation through the boundary
layer is examined for a transonic bump ow (cf. Fig. 10a). e normalized velocity and viscous timescale
variation are plotted in Fig. 10 for both attached and separated ow regions. In the attached ow the
timestep smoothly increases,matching the velocity pro le. In the separated ow region the timescale reacts
to the local ow properties, and restricts the timestep passing through the reversed ow. In both ow
regions the timestep near the wall is O(103) times greater than the inviscid CFL condition alone. is
increase in timestep allows the boundary layer to develop at a rate commensurate with the outer inviscid
ow, increasing the convergence rate for both the viscous and pressure loads.
As the cell Reynolds number, Eqn. 13, includes the turbulent eddy viscosity, the formulation is at the

mercy of the turbulence model. In regions away from the wall, ow separation or strong gradients can
lead to the turbulence model predicting extremely large values of eddy viscosity. is large eddy viscosity
leads to a low cell Reynolds number, triggering the timestep ampli cation. In many such regions the grid
does not have sufficient support to accurately resolve a viscous stress, and amplifying the timestep would
lead to numerical instability. To eliminate this possibility, a DES cell length scale[23] is used to further
discriminate between the near-wall and inviscid regions.

e performance of the boundary-layer acceleration is demonstrated using an Onera M6 transonic
wing at α = 4◦, conditions which contain a shock-induced separation region on the outboard, upper-
surface of the wing (cf. Fig. 11). e convergence of the skin-friction drag using a timestep scaled by the
cell volume (ITIME=1, DT=0.025, CFLMIN=2), the inviscid CFL condition (ITIME=3, CFLMAX=5),
and the boundary-layer acceleration approach (ITIME=4, CFLMAX=5) are presented in Fig. 12. e skin
friction converges to an asymptotic value several hundred iterations faster than the other methods using
the boundary layer ampli cation, without a loss in robustness.
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(a)Velocity vectors colored by velocity magnitude.
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Figure 10: Variation of the velocity and viscous CFL scaling through the near-wall region for the 2D transonic bump simula-
tion. (M∞ = 0.875,ReLb = 2.76 x 106).
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Figure 11: Surface pressure and limited streamlines for the
Onera M6 wing. (M∞ = 0.836, α = 4◦, Reb = 18 x
106).

5.06

5.08

5.1

5.12

5.14

500 1000 1500 2000 2500

Sk
in

-fr
ic

ti
on

D
ra

g
x

10
3

Multigrid Cycle

ITIME=1, DT=0.025, CFLMIN=2
ITIME=3, CFLMAX=5
ITIME=4, CFLMAX=5

Figure 12: Skin-friction convergence for the Onera M6
wing. (M∞ = 0.836, α = 4◦,Reb = 18 x 106).
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